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In this paper, molecular dynamics was employed to study the wetting behavior of soil minerals. The basic
concepts and methodologies of molecular dynamics were briefly summarized. A specific modeling and
simulation procedure was presented to study the contact angles of solids using molecular dynamics.
This procedure was employed to simulate the contact angles of three minerals, which are common in
sand and silt fractions, i.e. a-quartz, orthoclase and muscovite. The simulated contact angle was 29�

for a-quartz; 36� for orthoclase; and 116� for muscovite, which shows good agreement with the reported
experimental or numerical results and thus substantiates the feasibility and accuracy of the proposed
method. The simulation results also reveal that the contact angles of these minerals are considerably
larger than zero and quite different from each other.

Published by Elsevier Ltd.
1. Introduction

Wettability of soil minerals is of critical importance in many
aspects of geotechnical engineering, petroleum engineering, and
soil science. Contact angle is a major indicator for wettability
which could be measured experimentally. According to Young
[1], the contact angle is a result of interfacial equilibrium and could
be expressed as a function of interfacial surface tension. Fig. 1
schematically depicts the contact angle of the soil mineral–water–
vapor interface h where cSL; cSA and cLA denote the surface
tension of soil mineral–water, soil mineral–vapor and water–vapor
interfaces, respectively. In geotechnical engineering, the wettabil-
ity of soils is a crucial element in formulating the Soil Water
Characteristic Curve (SWCC), which is a fundamental concept in
unsaturated soil mechanics [2,3]. Due to the high surface energy
of soil minerals, for simplicity’s sake, the contact angles of soil min-
erals are usually assumed to be constant (mostly zero) in unsatu-
rated soil mechanics [4–6]. However, some recent experimental
results revealed that these assumptions may be inappropriate for
soil minerals [7]. In fact, the contact angle has been identified to
be dependent on water potential, roughness, and temperature by
soil scientists, agricultural engineers, and physical chemists
[8–12]. Despite a few investigations into the effect of the contact
angle [13], the effect of contact angles of soil minerals on the
unsaturated soil behavior is far from being thoroughly understood.
It is therefore indispensable to understand contact angles of soil
minerals and quantify their effects on the unsaturated soil
behavior.

The contact angle is measurable at the macroscopic scale while
the surface tensions of solid–water and solid–vapor interfaces are
difficult to be directly measured via experimental techniques
[14]. According to Young’s equation [1], the solid surface tensions
could be obtained by measuring the contact angle experimentally
[14]. In recent years, various experimental methods have been pro-
posed to measure the surface tensions of the soil mineral–water
system [15], for example, the capillary rise method [16], the sessile
drop method [17] and Wilhelmy plate method [18]. As illustrated
before, the contact angle may be affected by various factors, such
as, roughness, temperature, heterogeneity, particle size and shape
[19], which still needs a long-term further research to investigate.
As a result, for one soil mineral, the contact angles measured by
different researchers or different experimental methods usually
exhibit discrepancies [20,21]. However, a thorough experimental
research quantifying these effects on the contact angles of minerals
is still absent [19]. The possible reason for this is that, to date, there
is no efficient experimental or numerical tool capable of quantify-
ing these factors.

Molecular Dynamics (MD) simulation has been recognized as an
efficient tool to investigate the complex physical mechanisms at
the molecular scale. The physical nature of the surface energy is
dominated by crystallographic orientation of the solid surface
[22]. Therefore, molecular dynamics simulation is by nature an
efficient approach to study the contact angle of materials. In recent
years, molecular dynamics simulations have been implemented to
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Fig. 1. Schematic diagram of contact angle of soil mineral–water–vapor system.
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study the wetting behavior of some specific materials by materials
scientists and chemists. Yuan and Zhao [23,24] studied the
dynamic wetting, electrowetting and wetting on flexible hydrophi-
lic pillar-arrays by means of molecular dynamics simulations.
Werder et al. [25] studied the contact angles of carbon nanotubes
through parallel molecular dynamics simulations. In their model,
the simulated system was divided into three parts: water–water
interaction, carbon nanotubes, and carbon–water interaction. In
particular, the carbon–water interaction was modeled as Len-
nard–Jones interaction where the parameters need to be calibrated
with reference to experimental data. Hong et al. [26] investigated
the static and dynamic behavior of contact angles of a solid surface
using molecular dynamics simulations. They pointed out that the
wetting behavior, i.e. hydrophobic or hydrophilic, of the simulated
solid surface could be identified as the changes in water–solid
interaction energies. Park et al. [27] studied the effect of the solid
surface morphology on the contact angles. The random roughness
was created by adjusting the distribution function of the solid
surface. Yan et al. [28] introduced a solvent environment to a sim-
ulated system of contact angles. They found that the water–solvent
interaction was an important factor to the wetting behavior of the
solid surface.

In contrast with the wide application of molecular dynamics to
the contact angle study of graphite and carbon nanotubes, there is
a very limited number of molecular dynamics studies targeting at
the contact angles of minerals. Šolc et al. [29] studied the wettabil-
ity of kaolinite using molecular dynamics simulations. They found
that the tetrahedral surface of kaolinite is typically hydrophobic
with a simulated contact angle of 105�. Tenney and Cygan [30]
investigated the carbon dioxide, brine and kaolinite interactions
through molecular dynamics simulations and calculated the corre-
sponding contact angles. Despite these few molecular dynamics
studies from Šolc et al. [29] and Tenney and Cygan [30], the contact
angles of soil minerals have not been extensively investigated
using molecular dynamics simulations.

Other than soil wettability, molecular dynamics has been
employed by some geotechnical researchers to study soil behav-
iors. Ichikawa et al. [31] proposed a unified molecular dynamics
and homogenization analysis framework to investigate the seepage
behavior of bentonite. This framework was later extended to study
a series of the seepage, diffusion and consolidation problems of
bentonite [32–35]. Song et al. [36] explored the bridging scales
methods for geo-materials from the molecular scale, the particle
scale to the continuum scale. Bourg and Sposito have explored
the double layer structure and diffusion performance of smectite
or smectite-rich porous media [37,38]. Katti et al. have employed
molecular dynamics simulations to study the mechanical behav-
iors of clay minerals under various loading schemes [39–42].
Amarasinghe and Anandarajah have studied the influence of fabric
variables on the clay interparticle capillary water and upscaled the
simulation results to model the hysteresis of fine-grained soils
[43,44].

To promote its application in the geotechnical engineering com-
munity, molecular dynamics simulations are adopted in this study
to explore the wetting behavior of soil minerals. Some basic con-
cepts and methodologies of molecular dynamics are introduced
in Section 2. A specific simulation method is presented in Section 3
particularly for the contact angles of soil minerals. Based on the
method, a series of molecular dynamics simulations are conducted
to explore the contact angles of soil minerals. Three typical soil
minerals that are common in sand and silt fractions are selected
for this study. The wetting processes of these soil minerals are
simulated and their contact angles are determined from the
time-average density profiles of droplets. The underlying physical
mechanisms of wetting processes and their implications on unsat-
urated soil mechanics are discussed further in detail.

2. Basic concepts and methodologies of molecular dynamics

Molecular dynamics has been proven to be an efficient tool for
investigating material behavior at the nanoscale. Two main
assumptions are typically made in classical molecular dynamics
[45,46]: (1) molecules or atoms are described as a system of inter-
acting points, whose motion is described dynamically with a vector
of instantaneous positions and velocities, and the interaction
between atoms has a strong dependence on the spatial orientation
and distances between separate atoms and (2) neither the mass
nor number of atoms in the system will be changeless during the
simulation process.

2.1. Governing equations

Newton mechanics is the theoretical basis for classical
molecular dynamics. The motion of atoms could be represented
by Newton’s second law [47]:

mi
@2ri
@t2

¼ Fi ¼
XNa

j¼1
ði–jÞ

f ij; ð1Þ

where mi is the mass of atom; ri ¼ ðxi; yi; ziÞ is the coordinate of
atom i; t is time; Fi is the total force applied on atom i; f ij is the
interaction force applied on atom i by atom j, and is usually a
function of the displacement between atom i and atom j; Na is
the number of atoms in the system.

A complex formulation of classical mechanics is required for
complicated simulation systems. The Lagrangian or Hamiltonian
formulation of classic mechanics is usually employed for this
purpose. For example, the Lagrangian formulation of the molecular
dynamics system could be written as [45]:

mi
@2ri
@t2

¼ � @Uðr1; r2; . . . ; rNa Þ
@ri

� Fi; ð2Þ

where U represents the total potential energy of the system, which
is a function of atomic coordinates.
2.2. Interatomic potentials

From Eqs. (1) and (2), it could be observed that the mechanical
properties are mainly dominated by the expression of the inter-
atomic force f ij or the total potential energy U. In reality, the total
potential energy of the system could be very complicated due to
the presence of quantum effects. Therefore, in order to simulate
the complex system with acceptable computational costs, the
interatomic potentials should well consider the complicated quan-
tum effects during the simulated mechanical process. In practice,
for simplicity, the interatomic potentials are usually treated as
pairwise interatomic potentials by assuming that the interatomic
potential between two atoms is a function of the coordinates and
physical properties of these two atoms, and independent of other
atoms. The interatomic potential usually decays with the distance
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between the atoms. According to the decaying velocity, the inter-
atomic potentials could be classified as short-range potentials
and long-range potentials.

2.2.1. Short-range potentials
The van der Waals potential may be the most popular short-

range potential in molecular dynamics. The van der Waals poten-
tial represents the interatomic forces between atoms caused by
instantaneous dipoles or momentary polarization which is known
as van der Waals forces [46]. Various mathematical functions have
been proposed to describe the van der Waals potential. The
Lennard–Jones (LJ) 12–6 potential is a mathematical function
widely adopted for this potential:

Uij ¼ 4eij
rij

rij

� �12

� rij

rij

� �6
" #

; ð3Þ

where eij is the characteristic energy; rij is the distance correspond-
ing to the minimal interaction energy; and rij is the distance
between atom i and atom j. Fig. 2 schematically depicts a
Lennard–Jones 12–6 potential of the Silicon–Oxygen interaction in
the a-quartz according to the ClayFF force field [48], where the
potential amplitude is normalized by 4eij. It could be observed that
the potential decays rapidly with increasing distance between the
atoms.

2.2.2. Long-range potentials
A typical long-range potential is the Coulomb potential which

decays slowly with the distance between particles. The Coulomb
potential represents the electrostatic interaction between point
charges. The mathematical function for the Coulomb potential
could be expressed as:

Uij ¼ e2

4p�0
qiqj

rij
; ð4Þ

where qi and qj are the partial charges of atom i and j, respectively;
�0 is the dielectric permittivity of the vacuum; e is the charge of an
electron; rij is the distance between atom i and atom j. Fig. 2
schematically depicts a Coulomb potential of the Silicon–Oxygen
interaction in the a-quartz according to the ClayFF force field [48],
where the potential amplitude is normalized by e2=ð4p�0Þ. It could
be observed that, compared to Lennard–Jones 12–6 potential, the
decaying velocity of the Coulomb potential is remarkably lower.
Fig. 2. Lennard–Jones 12–6 potential and Coulomb potential of the Silicon–Oxygen
interaction in the a-quartz.
2.3. Numerical treatment of interatomic potentials

High computational costs are a major stumbling block to the
wide application of molecular dynamics simulations. Therefore, it
is of critical importance to tackle the calculation of interatomic
potentials with reasonable accuracy and acceptable computational
costs.

2.3.1. Truncation method
Strictly speaking, atoms will interact with each other no matter

how far they are from each other. Short-range potentials decay
rapidly with the increasing distance rij. Thus, it is reasonable to
define a cutoff radius rc to truncate infinite potentials into finite
potentials. As for atom i, only its interactions with the atoms
within a distance of rc need to be taken into consideration. For
example, the truncated Lennard–Jones 12–6 potential could be
rewritten as [47]:

Uij ¼
4eij

rij

rij

� �12
� rij

rij

� �6
� �

; rij < rc

0; rij P rc

8<
: : ð5Þ
2.3.2. Ewald summation method
In contrast to short-range potentials, long-range force effects

need to be considered for the Coulomb potentials. Notwithstand-
ing, it is not feasible to calculate the long-range potentials directly
due to unacceptable computational costs. Various approximation
methods have been proposed to deal with the long-range poten-
tials. The Ewald summation method is a widely adopted approxi-
mation method which reorganizes the potentials into a particular
form that could be easily evaluated [47]. Rapaport [47] has made
an excellent introduction to this method. In this study, a Fourier-
based Ewald summation method called Particle–Particle, Particle-
Mesh (PPPM) method [49] was adopted to calculate long-range
Coulomb forces.
3. MD model for the simulation of contact angle

3.1. Molecular structures

Quartz, feldspar and mica are the most common minerals in
sand and silt fractions of soils [50]. Their physical properties dom-
inate the engineering behavior of non-cohesive soils. However, to
the authors’ best knowledge, there are only a few studies aiming
at the wetting behavior of quartz while there is no research
addressing the contact angles of feldspar and mica using molecular
dynamics simulations. In this study, the contact angles of one type
of quartz (a-quartz), feldspar (orthoclase) and mica (muscovite)
were selected and simulated by using molecular dynamics. The
crystal structures of these soil minerals are well known [51–53],
whose lattice parameters and corresponding references are sum-
marized in Table 1.

3.2. Interatomic force fields of soil minerals

In a molecular dynamics system, there exists various types of
interatomic potentials. It is necessary to define a force field to cal-
culate these interatomic potentials in the system mathematically.
A force field is a set of functions and parameters defined to calcu-
late these interatomic potentials. In recent years, various force
fields have been proposed for the molecular modeling of water
and minerals. The aim of the current study is to investigate the soil
mineral–water system. In this system, three types of interatomic
interactions need to be taken into consideration: the soil



Table 1
Lattice parameters and corresponding references of the soil minerals selected for MD simulations.

Mineral Chemical formula Lattice parameters References

a (Å) b (Å) c (Å) a (�) b (�) c (�)

a-Quartz SiO2 4.916 4.916 5.405 90 90 120 [51]
Orthoclase KSi3Al3O12H2 8.544 13.03 7.195 90 115.68 90 [52]
Muscovite KSi3AlO8 5.199 9.027 20.106 90 95.782 90 [53]

Fig. 3. Initial configuration of the simulated soil mineral–water system.
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mineral–soil mineral interaction, the soil mineral–water interac-
tion, and the water–water interaction.

In terms of the soil mineral–soil mineral interaction, the total
interatomic potential Utotal is expressed as a combination of the
Coulomb interaction UCoul and van der Waals interaction UvdW :

Utotal ¼ UCoul þ UvdW : ð6Þ
The total Coulomb interaction energy could be represented by a

summation form of Eq. (4) as

UCoul ¼ e2

4p�0

X
i–j

qiqj

rij
; ð7Þ

where qi and qj are the partial charges of atom i and j, respectively;
�0 is the dielectric permittivity of the vacuum; e is the charge of the
electron; and rij is the distance between atom i and atom j. The van
der Waals interaction energy is formulated in a summation form as
Eq. (3):

UvdW ¼
X
i–j

4eij
rij

rij

� �12

� rij

rij

� �6
" #

; ð8Þ

where eij is the characteristic energy and rij is the distance corre-
sponding to the minimal interaction energy. The values of eij and
rij could be determined empirically. For this purpose, quite different
values have been proposed [48,54]. The ClayFF force field is a general
force field for clay minerals developed by Cygan et al. [48]. In the
ClayFF force field, the soil mineral–soil mineral interaction and the
soil mineral–water interaction are modeled as nonbonded interac-
tions while the water–water interaction is modeled by the SPC/E
water model. The nonbonded interaction potential is expressed as
a combination of Coulomb interaction and van derWaals interaction
whose mathematical formulations are identical to Eqs. (6)–(8). Skel-
ton and Fenter [55] investigated the performance of some existing
force fields for simulating the quartz–water interface via the com-
parison with the results of ab initio molecular dynamics (AIMD)
and X-ray analysis. They concluded that the ClayFF force field is suit-
able for the modeling of complex quartz–aqueous systems. Kerisit
et al. [56] made some modifications to the parameters of the ClayFF
force field to simulate feldspars. Teich-McGoldrick et al. [57] studied
the elastic and structural properties of muscovite by the ClayFF force
field. Given its successful applications in simulating quartz, ortho-
clase andmuscovite, the values of eij, rij, qi and qj were adopted from
the ClayFF force field [48] and the modified ClayFF force field [56] in
this study. For the interactions between different atomic species
i and j, the values of eij and rij could be calculated according to
Lorentz–Bertholet mixing rule as [58]

eij ¼
ffiffiffiffiffiffiffi
eiej

p
; rij ¼ 1

2
ðri þ rjÞ: ð9Þ

In terms of the water–water interaction, various water models
have been proposed, for example, the simple point charge (SPC)
model [59], the extended simple point charge (SPC/E) model [60],
the 3-point transferable intermolecular potential (TIP3P) model
and the 4-point transferable intermolecular potential (TIP4P)
model [61]. Šolc et al. [29] conducted a series of contact angle sim-
ulations for kaolinite by using different water models and different
amount of water molecules, which revealed that the contact angle
could be well reproduced by these different simulation cases. The
SPC/E model was employed in this study to be compatible with
the ClayFF force field.

3.3. Initial configuration

As illustrated in Fig. 3, the initial soil mineral–water system was
modeled as a body of water placed on the top of a soil mineral slab.
The bulk water was placed 3.1 Å above the soil mineral slab. The
simulation cell size was about 400� 20� 200 Å3 and adjusted to
be integer multiples of the lattice constants (for example, the lat-
tice parameters a; b and c provided in Table 1).

The initial configurations of soil mineral slabs were generated by
stacking themineral crystal unit cell along x-, y- and z- directions. In
this study, the dimensions of soil mineral slabs were set as about
400� 20� 30 Å3 and then adjusted to be integer multiples of the
lattice constants. The initial configuration of the a-quartz slab could
be smoothly obtained by following this process. However, due to
the presence of isomorphous substitution, this process is more
complex for orthoclase and muscovite. Isomorphous substitution
is the replacement of ions of one kind by another kind without
changing the crystal structures [50]. As a result, some crystallo-
graphic sites of soil minerals are partially occupied by multiple
types of ions. In this study, isomorphous substitutions were
assumed to be uniformly distributed along soil mineral slabs when
generating the initial configurations of orthoclase and muscovite.

The initial configuration of the water needs to be carefully trea-
ted. A bad initial configuration of the water can easily cause simu-
lation errors. The distances between water molecules should
maintain a value around 3.1 Å to obtain a good initial configura-
tion. It should be noted that water molecules in the periodic cells
also need to be taken into consideration. In this study, the initial
configuration of the bulk water was generated as a rectangular
cuboid droplet using Packing Optimization for Molecular Dynamics
Simulations (PACKMOL). PACKMOL [62] is an open-source package
developed for generating good initial configurations without dis-
rupting simulations. The dimensions of the rectangular cuboid in
x- and z-directions are 60 Å. The dimension of the rectangular
cuboid in y-direction is 3.1 Å shorter than that of soil mineral slabs
to avoid an excessively short distance between water molecules
and mineral atoms. The number of water molecules filled in the
rectangular cuboid was calculated to make the initial density of
the bulk water equal to that of liquid water.

3.4. Simulation setup

In MD simulations, the periodic boundary condition is usually
adopted to eliminate the so called surface effects [45]. In this study,



Fig. 4. Snapshots of soil mineral–water systems at the equilibrium state for: (a) a-
quartz; (b) orthoclase; and (c) muscovite.
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the boundary conditions in the x- and y-directions, i.e. parallel to
the soil mineral slab, were set as periodic boundaries, while the
boundary in z-direction, i.e. normal to the mineral layer was fixed
to omit the interactions between image cells along the z-direction.
Two reflecting walls were placed on the top and bottom of the sim-
ulation cell, respectively, to prevent the loss of water molecules
through these two boundaries by a LAMMPS command ‘‘wall/
reflect”. Due to the periodic boundaries in the y-direction, the
droplet could be regarded as infinitely long. Therefore, the simu-
lated soil mineral–water system could be regarded as a typical
2-dimensional system. According to Tenney and Cygan [30], the
adoption of this type of 2-dimensional simulation system has the
potential to reduce the scale effects by decreasing droplet curva-
tures and eliminating three-phase line tensions. In terms of the
capillary water in soils, the gravitational gradient has small influ-
ence on the geometry of meniscus [63] especially for the nanopar-
ticles [64]. Therefore, the gravity was neglected in the current
simulations as suggested by Tenney and Cygan [30].

Molecular dynamics simulation is a well-developed numerical
tool for materials and chemistry research. There are many commer-
cial and open source software packages available for molecular
dynamics simulations. The Large-scale Atomic/MolecularMassively
Parallel Simulator (LAMMPS) [65,66] distributed by the Sandia
National Laboratories is an open-source package for classic molecu-
lar dynamics simulations, and has beenwidely adopted for simulat-
ing complex material behavior. In this study, all the molecular
dynamics simulationswere conductedwith LAMMPSand visualized
with Visual Molecular Dynamics (VMD) [67]. The simulated soil
mineral–water system was performed under the NVT ensemble
(constant number, volume and temperature) with a temperature
of 300 K. The LJ 12–6 interactions were truncated to 12 Å, i.e.
rc ¼ 12 Å, while the long-range Columbic forces were calculated by
the PPPM method [49] with 99.99% accuracy. Since the boundary
conditionsof the simulation cellwerefixed in the z-direction, a com-
mand ‘‘slab” in LAMMPSwas employed to enable the PPPM calcula-
tion. All the solid atoms were fixed to accelerate the simulations.
Water molecules were kept rigid by using the SHAKE algorithm
[68] to reducecomputational costs during the simulations.Newton’s
equationsofmotionwere integratedwith a1.0 fs time step. The sim-
ulations were performed for 3 ns. The molecular trajectories during
the last 2 nswere recorded to calculate time average density profiles
which will be used to determine the contact angle.
4. Results and discussions

4.1. Simulation results of the soil mineral–water systems

In general, soil minerals have several cleavage surfaces. For sim-
plicity, only the (001) cleavage surfaces were considered in this
study. A water droplet was placed on the (001) cleavage surface
of a-quartz, orthoclase and muscovite. The simulated process
lasted for 3 ns. If the total potential energy maintains fluctuating
around a certain value for a long simulation time, the soil min-
eral–water systems were believed to have reached an equilibrium
state. The equilibrium state is a statistical definition in molecular
dynamics. That is, even though the simulated system reaches the
equilibrium state, water molecules still move fast and the shape
of the droplets will change at every step.

Fig. 4 shows the front views of the simulated systems in the
equilibrium state for a-quartz, orthoclase and muscovite, respec-
tively. As can be seen, although the shapes of the water droplets
could be regarded as rounded, the water droplets are not ideally
symmetrical, which is consistent with our assumption that the
simulated system is in a statistically equilibrium state. Apart from
the water droplets, some separate water molecules were absorbed
on the soil mineral surfaces. This phenomenon could be explained
by the molecular exchange between the water droplets and vapor.
During the simulation processes, some water molecules escaped
from the bulk water into the vapor, while simultaneously, some
water molecules in the vapor were adsorbed to the soil mineral
surface. Compared with a-quartz and orthoclase, the contact area
between muscovite and the water droplet is smaller. It means that
the surface energy of the (001) cleavage surface of muscovite is
lower than that of a-quartz and orthoclase. Based on the instanta-
neous water droplet shape illustrated in Fig. 4, the (001) cleavage
surfaces of a-quartz and orthoclase can be claimed to be hydrophi-
lic whereas the muscovite can be claimed to be hydrophobic.

Because the soil mineral–water system maintains a statistical
equilibrium, time average density profiles of water molecules were
used to interpret the simulation results. As described in Section 3.4,
the molecular trajectories in the last 2 ns were recorded to deter-
mine time average density profiles. Considering that the simula-
tions were 2-dimensional, a bin size of 0.5 � 0.5 Å2 was
employed to calculate the time average density profiles. As illus-
trated in Figs. 5–7, the time average density profiles of water dro-
plets were calculated using the molecular trajectories recorded in
the last 2 ns to quantify the wetting behavior of these soil minerals.
It can be observed that a rounded water droplet shape can be easily
identified from the time average density profiles. But it is also
interesting to mention that the observed water droplets are not
perfectly homogenous and continuous, and there exists a remark-
able isolated layer at the bottom of the water droplet. This
monomolecular layer should be attributed to the presence of the
precursor film (PF). Yuan and Zhao [23] observed that the water
molecules in the PF layer were well-ordered. For example, in Figs. 5
and 6, the PF layer was composed of a series of well-ordered points.
The water molecules in the PF layer tended to stay in the potential
wells between the surface mineral atoms, which is consistent with
the observation of Yuan and Zhao [23].

4.2. Determination of contact angles

In this study, contact angles were measured from the density
profiles of water molecules. For this purpose, we need to extract



Fig. 5. Time average density profile (in g cm�2) of a water droplet on a-quartz.

Fig. 6. Time average density profile (in g cm�2) of a water droplet on orthoclase.

Fig. 7. Time average density profile (in g cm�2) of a water droplet on muscovite.
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the boundary between liquid water and vapor from the time aver-
age density profiles. The density distribution across the transient
region between the liquid water and vapor could be expressed as
[26,29]

qðzÞ ¼ 1
2
ðql þ qvÞ � 1

2
ðql � qvÞ tanh 2ðz� zeÞ

d

� �
; ð10Þ

where ql is the density of liquid water; qv is the density of vapor; ze
is the z-coordinate of the center of the transition region; and d is the
thickness of the transition region. For simplicity, Eq. (10) could be
rewritten as follows by assuming the density of vaporis zero:

qðzÞ ¼ 1
2
ql 1� tanh

2ðz� zeÞ
d

� �� �
: ð11Þ

In this equation, the variables ql; ze and d are unknown, which
can be determined by least-squares fitting to measured density
profile data. At a certain x-coordinate ðxiÞ, there are many bins
along the z-direction. The density profile data of these bins were
fitted with Eq. (11) to obtain the density distribution function
along the z-direction at this x-coordinate. The water density at
the boundary between liquid water and vapor is assumed to be
0.5 g cm�2. Then the z-coordinate at the water droplet’s boundary
ðziÞ could be easily calculated by the obtained density distribution
equation. By repeating this procedure, a series of the coordinates
ðxi; ziÞ along the droplet boundary could be obtained. It should be
noted that, in order to obtain enough data for the droplet bound-
ary, the curve fittings for hydrophilic cases ðh < 90�Þ were con-
ducted along the x-direction while those for hydrophobic cases
ðh P 90�Þ were conducted along the z-direction. Figs. 8–10 illus-
trate density profiles (scatter line) along the centerline of the water
droplets and corresponding fitted density distribution functions
(solid line) for a-quartz, orthoclase and muscovite, respectively.
It is seen that the fitting functions could well approximate the
transition region between the water droplet and vapor. The water
molecule density profiles intensively fluctuate near the soil min-
eral surface, which is consistent with the observation of the PF
layer.

The water droplet is assumed to be perfectly rounded. Accord-
ingly, the mathematical equation of circles could be expressed as

ðx� aÞ2 þ ðz� bÞ2 ¼ R2; ð12Þ
where a and b are the x-and z-coordinates at the center of the circle,
respectively; R is the radius of the circle. The values of a; b and R
could be determined by another least-square fitting process with
Fig. 8. Density profile along the centerline of the water droplet on a-quartz and
corresponding density distribution function.



Fig. 9. Density profile along the centerline of the water droplet on orthoclase and
corresponding density distribution function.

Fig. 10. Density profile along the centerline of the water droplet on muscovite and
corresponding density distribution function.

Fig. 11. Determination of the contact angle of a-quartz.

Fig. 12. Determination of the contact angle of orthoclase.

Fig. 13. Determination of the contact angle of muscovite.
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Eq. (12) to the obtained coordinates ðxi; ziÞ along the droplet bound-
ary. The z-coordinate at the top of the solid slab is assumed to be za.
Therefore, the contact angle could be calculated as

h ¼ arccos
za � b

R

� �
: ð13Þ

Figs. 11–13 illustrate the determinations of the contact angles
of a-quartz, orthoclase and muscovite, respectively. The dashed
straight line, solid straight line and solid curve represent mineral
surface, tangent line and fitting circle, respectively, while the red
dots represent the coordinates ðxi; ziÞ along the water droplet
boundary. In order to obtain enough data for determination of
contact angles, the function fitting processes of a-quartz and
orthoclase were conducted along the z-direction whereas that of
muscovite were conducted along the x-direction.

4.3. Calculated contact angles of soil minerals

As summarized in Table 2, the computed contact angles are
approximately 29�, 36� and 116� for the (001) cleavage surfaces
of a-quartz, orthoclase and muscovite, respectively. The contact
angle of a-quartz measured by Szyszka [69] using spherical parti-
cles immersion method is 31�, which is in good agreement with the
computed contact angle of present study, i.e. 29�. In terms of ortho-
clase, the simulated contact angle value of 36� is very comparable
to the experimental results from Karagüzel et al. [70], i.e. 45�,
while for muscovite, the simulated contact angle on its (001)
cleavage surface is consistent with the observations for kaolinite
by Šolc et al. [29]. These consistences with existing research
observations confirm the great potential of molecular dynamics
for simulating soil mineral–water interfacial interactions.



Table 2
Computed contact angles for a-quartz, orthoclase and muscovite.

Mineral Cleavage surface Contact angle (�)

a-Quartz (001) 29
Orthoclase (001) 36
Muscovite (001) 116
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The soil–water interfacial interaction and the pore size distribu-
tion are two main elements in the SWCC. Compared with the
extensive research on the pore size distribution, there are very
limited research directed to understanding water soil interfacial
interaction. The contact angles of soil minerals are usually
assumed to be constant (mostly zero) in the existing research
[4–6]. However, in this preliminary study, the computed contact
angles vary intensively for different soil minerals, and the contact
angle of the (001) cleavage surface of muscovite is hydrophobic,
which contradicts the constant (mostly zero) contact angle
assumption. Therefore, the validity of this assumption and the
water soil interfacial interaction still need to be comprehensively
investigated. Considering the difficulties in experimentally mea-
suring the contact angles of soils, molecular dynamics simulation
can possibly be developed into an effective tool in investigating
the complex soil–water interfacial interactions at the scale where
the interactions occur.
5. Summary and conclusions

This study aims at introducing the molecular dynamics to the
geotechnical engineering community as a simulation technique
to investigate the wetting behavior of soil minerals. The basic con-
cepts and theoretical basis for this method were firstly introduced.
A specific molecular dynamics modeling simulation procedure was
proposed for the contact angle studies of soil minerals. In particu-
lar, the contact angles of the (001) cleavage surface of a-quartz,
orthoclase and muscovite were simulated using the proposed
method. It was observed that the contact angles vary intensively
with soil mineral types and the contact angle of the (001) cleavage
surface of these soil minerals were remarkably larger than zero,
which contradicts the constant (mostly zero) contact angle
assumption. The computed contact angles of soil minerals are
consistent with the existing experimental observations, which
validates the feasibility of the proposed method. It should be noted
that the contact angle may be influenced by many factors such as
temperature, surface roughness and cleavage surface, which needs
a long-term further research.

The primary mission of this current study is to introduce molec-
ular dynamics simulations to investigate the wetting behavior of
soil minerals in geotechnical engineering community. In terms of
unsaturated soil mechanics research, the water soil interfacial
interaction is far from being well understood. Molecular dynamics
simulation shows great potential to stimulate the research in this
field. It is expected that molecular dynamics simulations will help
improve the understanding of macroscopic soil behavior at the
nanoscale level and fill some existing knowledge gaps in geotech-
nical engineering field, such as liquid bridge force between soil
particles, double layer repulsive force, and ice nucleation in soils.
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